
NRF REVIEW

ARIMA Procedure

Conditional Least Squares £stiaation

Approx.
Par_ter EstiDlate std Error "I' Ratio Laq
NO 4.77806 CJ.76450 6.25 a
AR1,1. 0.22152 0.17032 1 .30 1
AR1,2 0.38657 0.17501 2.21 ,

~

Con.tan~ Estimate ~ 1.37255556

E5tiaate = 3.48469615
Esti..te ~ 1.86673409

= 137.701275*
... 142.190798*

of Residuals= 33
not include log deterainant.

Variance
Stcl Error
Ale
sse
Ntmber
,... Does

•, - 8 -



NRF REVIEW

ARIMA Procedure

Correlations of the Estimates

Par....~.r KU ARl,l AR1,2

MU 1.000 -0.092 -0.192
ARl,1 -0.092 1.000 -0.34 "'
AR1,2 -0.192 -0.347 1.000

•, - 9 -



NRF REVIEW

ARIMA Procedure

Autocorrelation Check of Residuals

To Chi Autocorrclations
1A<j Square OF Prob

6 .8.01 4 0.089 -0.091 -0.111 0.163 0.217 0.185 -0.265
12 12.78 10 0.236 -0.026 0.228 0.005 -0.161 -0.130 -0.036
1ft 1"1.00 1.6 0.386 0.059 -0.192 -0.088 -0.075 0.062 -0.090
24 19.~3 22 0.612 -0.018 -0.078 -0.027 0.107 -0.017 -0.010

,, - 10 -



NRF REVIEW

MIMA Procedure

Kodel for variable usrRICE

Bati••ted Mean - 4.77806451

I Autoregressive Factors
F.c~or 1: 1 - 0.22152 8**(1) - 0.38657 B**(2)

•, - 11 -



NRF REVIEW

ARlMA Procedure

Name of variable = TELECOM.

Mean of working series = 4.671212
Standard deviation = 3.811392
Number of observations - 33

Autocorrelat.ions

-1

I.. ..
t.ag

o
1
2

Covariance
14.987677
4.213701
2.372121

correlation
1.00000
0.28114
0.15827

•,

98765 4 3 2 101 2 ) 4 367 891

1
*******·******·*·***\
***•••.... -

.arks two standard errors

- 12 -



NRF REVIEW

ARlMA Procedure

Inverse Autocorrelations

Laq Correlation -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 G 7 8 9 1

1 -0.21879 I . ····1· I
2 i -0.08014 ..*.

Partial Autocorrelations

Lag Correlation -1 9 8 1 6 5 4 ] 2 1 0 1 2 J 4 5 6 1 8 9 1
1 0.28114 I . 1******· I
2 0.08603 . t·* .

•, - 13 -



NRF REVIEW

ARlMA Procedure

conditional Least Squares Estimation

Approx.
Par_t.er Estia..te std Error T Ratio La<J
IIU 4~60116 1..00943 4.56 0
ARl,l 0.25666 0.1819a 1.41 1
ARl,2 0.08930 0.18411 0.49 2

COn.~an~ ~stimate = ]. OU.. :\ 144.j7

Esti.ate ~ 15.0645196
Estiaate = 3.88130385

= 186.012003*
= 190.501525*

of Nesidudls~ 33
not include loq determinant.

variance
stet Brror
Ale
SBC
tluaber
• Do••

•, - 14 -



NRF REVIE;W

ARIMA Procedure

Correlations of the Esti~tes

Paraaeter

MU
AR1, l
ARl,2

•,

MU

1.000
-0.004
-lJ.041

- 15 -

AR1,1

-0.004
1.000

-O.2K:J

AR1,2

-0.041
-0.283

1.UOU



NRF REVIEW

ARIHA Procedure

Autocorrelation Check o~ Residuals

To chi Autocorrelations
T.aq Square DF Prob

6 2.19 4 0.593 -0.006 -0.015 0.083 0.006 -0.017 -0.242
t

12 4.74 10 0.908 0.135 -0.052 0.040 -0.007 -0.128 -0.035
18 10.50 16 0.639 -0.210 -0.027 0.064 -0.165 -0.121 -0.010
24 13.15 22 0.929 0.061 0.019 -0.112 0.084 0.052 0.0"18

•, - 16 -



NRr' Rfi:V I ".W

ARlMA Procedure

Name of variable - DIFF.

Mean of working series = 0.607576
Standard deviation = 3.445018
Nu.ber of ob6ervations ; 33

Autocorrelations

Lag
o
1
2

Covariance
11.861146
1.055075

-1.569459

Correlation
1.00000
0.08.90

-0.13224

•,

-1 9 8 7 6 5 4 3 2 ) 0 1 2 3 4 5 6 7 8 9 1

············**·**·**1** .
***' ."." marks two standard errors

- 17 -



NRF REVIEW

ARIMA Procedure

Inverse AutocorrAlat1ons

T.ag Correlation -1 ~ H ., 6 5 4 3 :2 l 0 1 2 3 4 567 8 9 1
1 -0.11239 I .

t *I . )7.. 0.13711 . •• It •

Partial Autocorrelationtio

Lag Correlation -1 9 8 7 G 5 4 ) 2 1 0 1 2 J 4 5 6 7 8 9 1
1 0 • 0••90 I . J••. I
2 -0.14126 • .*. ·

•, - 18 -



NRF REVIEW

~..RlMA Procedure

conditional Least squares Estimation

Approx.
Paraae1:er Estiaate Std Errur T Ratio Laq

t MU 0.611J9 0.599JO 1.02 0
AR1,1 0.10146 o. ~8074 0.56 1
ARl,2 -0_14159 0.18095 -0.78 2

constant Estiaate = 0.63592126

Estimate = 12.b927637
F.~ti.ate = 3.56269051

.... 180.358765.
~ 184.848287*

of Residualsc 33
not include log determinant.

variance
S~d Error
AIC
SHe
Nuwber

• Does

•, - 19 -



1

2

3

0\ testimony?

Ca•• Ho.: I. 95-05-047
BxbiJ:)l~:

Wlb••a: ~"ory 1S, Qynsap '+

Date: ------------
GTE CALllOBNIA IHCQRfSlRATIQ

REPLy TlST1M01X QF PB. GgGORY M, pmrc;y

Or. Dunca.n. what is the purpose ot your reply

A. The purpo.e of my reply teati.-Jlony is to rebUt

6 certain conclWliona stat.eet in the direct testimony tiled by

7 Dr. Lee selwyn on behalf of the california eo-ittee for Larqe

8 Telecoaawaiea'tions COnsuIIers (CCLT<:).

10

Q.

A.

Have you reviewaci the clirec1: 't..t.u.ony Dr. Selwyn?

1'ee. Dr. Selwyn aqr... with 1aOSt ot the principle.

11 reliecl upcn by Dr. Christensen. However, in contrast to

12 Dr. Christen..n, he stat.. ·that 'there is a 41fferential

13 betveen the U.S. input: price qrovth and the local U::4:barlq_

14 carrier (L2C) input price growtb on a CJOin9 forvar« basis. In

15 statinq this, he reli.. on a study perforMd by C. Anthony

16 8ush and !lark Uret:aky entitled -Input ft!QIS And Total Factor

17 Productivity- (h..eafte~ -Bwlb-tJret.sky-) which appeared d

1.8 Appendix F in tM lI'aderal C~1cationaco_i_ion t a (FCC)

19 Fir8~ Report and order released APril 7, 1995 in CC Docket

20 No. 94-1.

21

22

23

24

Q.

A.

Q.

A.

Do you a9Z'H with the Busb-t1ret.akY analysis?

110.

Pl.... explain why.

Buah-oretsky cla1. to have found a 10ftCJ J:Wl

25 structural cbanqe in the relationship between the LEe -input

2-6 price seri_ and the U.S. input price ser1_. If this claia

27 were true, it would overturn accepted econoa1.c:: fact in t,1lO

B'9S1~"SI"'al ~s 3NIVNS~~ ~H~I~ 9I~wa'NOHd L0'S0 SB-~~-d3S



1. areas: (1) the .ieroQCoftOmic principle that marketa clear,

2 ~, tha~ input prices in different sector. of the econoay

3 must grow at the aa.e rate except tor random fluctuations; and

4 (2) the macroeconomic principle that no_inal price series are

5 co1nteqrated, ..L.L., that they qrow at rouqhly the same rates,

6 di.tterin9 only by short run random: fluctuations. I eliscussed

7 thi. a~ length in .y direct: ~estiJlllony a.t. P&9- 5 thrQugh a.
8 In tact, 1Itba~ Buab.-tJk'e1:aky discovered was a sequence of

9 irrelevant stati.-tic:al artifacts which resul1:ed trc. their

10 misapplying stat.istical tecbniques (.LJL., testiD9 the WJ:0119

11 hypoth...., uae of endogeftOUa explaratory variabl.. , and.

12 ai.use of <l.-.y variable techniqqea).

13 Q.

A.

Bow did BwIh-Uretsky test the wroJ\C1 hYPOthesis?

The qu..tlon at hand is Whether or not the o.s. LEe

15 input price seri.. deviates frca the overall U.s. input price

16 series in "the lOD9 run. In point ot fact, Buah an<l Uree.ky

17 test an en1:irely diftel:'en't and irrelevant hypothesis: that of

1.8 whether the relationship betV8en th... two seri.. and lI00dy's

19 'field On PUblic utility Bonda seri.. (hereafter -1IOO4y.
20 seri..-) sb0ve4 allY chanC)e since divestiture.

21 su.b and uretsky ponulated two relationships

22 bet\MeJl LEe input price changes, U.s. input price cha~ and

23 Moocly's yieldS on public utility bonds. one relationship vas

24 be~ween LEe input prices, the U.S. overall pric. index and the

25 Moody seri... The other relationship W•• between the

26 differential betwe.n the two price input seri_ and the ll00dy

27 series.

81/£ a I 99 uas I'" a I
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1 Bush and uratsky's first hypothesis va. that the LEe

2 input price chanqe is a linear cOabination of the o.s. input

3 price series and the Moody series, and that this relationship

4 changed. Their second ,hypothesis wa.s that the price

5 differential i. a linear function of the Moody ••ries and that

6 this relationship chanqed.

7 Their finding that tIlere is scae evidence that there

8 has been a struc::t.ural cnan.;e in both relationships is in error

9 a. will be shown below. More importan~ly, it is totally

10 irrel.avUlt. The relationship beare.n ba.eball ticket prices

11 and LEe input pric::_ has a1.0 cbanqed since divestiture;

12 however, such fln4inqs tell us nothinq about wether there baa

13 been ~ structural change in the relat10lUlhip between the two

1.4 input price seri.. th_lv••.

15 Q. YOU ..ntionecl two other errors in addition to

16 tefti"9 the wrong hypothesis. Wha't. were th...?

17 A. The first other error is the endocJenei~ of both the

18 U.s. input price ••ries and the MoOdy seri... An end09'enous

19 variable CaNl~ be tUlC as an explanatory variable, but

20 Bush-uretaJty in ract use both as explana't:ory variabl... The

21 r.a8OQ they are eackMJenous variable. i. that they Doth reflect

22 and are nt~lected in changes in the LEe input price ..ries.

23 Theretore. the.. variable. ZlIust be correJ.at:ed wi1:h the error

24 in the equation, which violat~s a fundamental require1l8nt for

25 valid regression analyses.

26 Q. Can this error be corrected?

21 A. Yes, and in the process, correction of this error

at/'" 6tS9tr;"S'''=OI
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1 will alBO eli.inate the error previously described, ~,

2 testiJl9 the wronq hypoth.sis. These errors can be corrected

3 by dropping the Moody's variaDle ~ro. the regression equation

4 and c:oncentratinq on the lonq run s1:a.bili:t.y of the dit~er.noe

5 in the price series.

6 Q. What is the reaaining otber error?

7 A. V... Tt1e tinal irreaecliable error ia Ilisuse of

8 d~ variable ..-thodology. Let. us ~or a IKtment 19J1Or. the

9 introduction of the Mcocly·8 Yield on Public utility Bon~

10 seri••, which a. explained. above is endoq~ and bias..

11 their reaulta aboUt the .abilit.y of the relationship. Let. us

12 con.1<!er in'troducinq dum-y variaDles to teat for cbanq.. in

13 structure. While such proceclures, properly employed, have a

14 lonq and bappy hi.tory, improperly employed, they ~ddy

15 tbinkinq and yield incorrect results.

16 There are haJ:'d rules for perfonainCJ analysis usinq

17 d~ variables. ADlOnq these ia the rule that you cannot look

18 at the dau before you decide where the structural break

19 occurred. Anotbar nle i. that either there au.st be a

~ 0 theoretical re&8On for ~ityincJ'the structural breaJc: at the

21 point where the~ variable is introdUced" or an· empirical

2~ realIGn arrived a~ by exaainincJ a. wholly independellt set of

23 <lat:a.

24 Q. YOU.-aD you cannot look at your c:1ata betore

25 deciding which hypothesis to test?

26 A. That is correct. To do so l.eads to a. never endinq

27 sequence of" addinq d\lUl.Y variables. Tbere iA an 014 story

81/<; 30'a'd 51S91~..gl .. 'a.



1 amonq tble sui.. specialists that goes this way. A famous

2 statistician took a set ot random numbers and plotted the.

J against time. He then told students that there was a

" nonranclo. pattern in them which could be. found. Hoat ot the

5 students founcl a pattern. The statistician's point va. that

6 it you qo .i.ninq tor & result in data, eVeII randOll da1:a can be

7 _de to qive it. That 1s why it is so important to have a

8 theoretic:.l baai. tor a hypath_ia anet to ensure the

9 hypo1:h_is is validated on 1I.Ore than a "drop this eu.ervation,

10 add that obaervation" basi••

11 Taking this a little further, if one were to look at

12 ~. randall patt.ern aDd -fincl" a pat:tern, and ins~ • d~y

13 variable 'to account: for the pattern, then a test ot Whether

14 the dwaIay variable was .i4Jrlificut vou14 always be passed.

15 For exaapl.e, let ua NY 801M one fiDds a positive price

~6 difrerantlal near the and ot a rUMloa • .,i.., they insert a

17 du_y variable, aDCl find that the c:oef~icient is, say, 1.7.

18 To ~st this hypo~i. ODe cannot uae the _ set: of da1:a.

19 Instead, one ....1: 9tmerate anotber ..t: of 4ata froll the sCUlle.
20 proee.., aDd look at the 1ut corre~ndlftCJo~tiODS. One

21 would~ vbM:her th... obMt:r:vationa bad the saJIa Z.. 7 ..an as

22 in t1W flrR ...i_.
23 In tile BQ8h-uretsky Mthocl, 1:0 t.ea~ their hypothesis

2~ that econoaie theory is wrong about input: prices equalizing

2S across sectors, aM. the cUffe£"ence between the I.BC input price

26 seri.. and. 'the U.S. econoay input price seri•• will persist,

27 they mus~ now either wait 10 to 15 years to see if their

81/9 3~'ltcl EiI891~"SI"'al
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1 hypothesi. is oarne out in the LEe industry I or they must look

2 at a random sample of other sectors and see if in those

3 sectors' prices are adjusting differently than the overall

4 . economy input prices. They did netther and in tact proceeded

5 to .isuse classical statistical analys~s. They tell into the

6 trap of lookinq for patterns in all the wronq ways.

7 Q. What did they dO?

8 A. They introduced a cl...-y variable that atteapts to

9 account for the tiJle since dive.titure aM reqre.sed the LEe

10 seri.. on the U. s. series, the bond price series and the

11 divestiture series. They found a statistically significant.

12 effect of divestiture and eonclude4 that the series are

13 di~ferent.

14 Q. ocean• t that prove their point?

15 A. No. All their finding says is t:Ut the re1atiopship

16 between the Koocly series and the price differential series has

17 chal"9ed. They cannot conclude troa tbis that the two price

18 series 9E'ov at clitferen1:. rates in the lonq .run or "that any

19 observable differences in the sari_ are anything but

20 completely rancloll.

21 Q. JkN ~41 a proper t ••t be pertorwed to see it the

22 seri. are tbe _1

23 A. There are many ways. For d«'IPle, the analyse.

24 perfo~ed by Cbri.~eD.en and tnRA lMre one way or perrorJIinq

25 such a teat. I mysel£ would take a di£ferent but equivalent

26 approach.

27 Plrst, I would work with the difterence between the

8t /L 6t991l;W,S1W,'OI
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1 two price series and see if there is any evidence of lonq run

2 deviation. The simplest way to do this is to do a time series

J analysis of the ditterence in the series to see ir the series

.. is both s'tationary and has a zero ..ean. This is what I did. in

5 my direct tes~111lOny. If either is iaelting, then we mi9ht be

6 suspicious that the tWQ series forainq the difference qrew at

7 different rat... ot cours., as I discu••eel aboV'e, s\\ch a

8 ~incUnq would be stunning.

9 Such a tincUnc.r would SUgeJfllSt overturninq two whole

10 area. o~ econoaics: one tut says factor marke1:a equilibrate

11 across output sectors, and co~tly, input pric.. facinq

12 proclucara in one sector, ere in the lonq run, the saJM as

13 inplrt prieas facing producers in another sector, which bas the

14 :further CODSequeftCe that the input prices in any sect:or .i.ic

lS the input pric.. in the econoay .s a Whole. The second one

16 says on a macroeconoaic level that no~ prices in all

1.7 sectors should be co1n~egrated, that is, except: for sbort run

18 deviat1ons, all prices will qrow at lIlOZ'e or l ..s the ••lIe

19 rate, alt.llougll t:he ra1:e itself JAy vary over t1:ae.

20 Q. Oictn't Bush and uretsky do this?

21 A. No. Wbil. t.hey did look at t.he dift'erential between

22 the two price -.ri.. , they coamitted. the salle two errors as

23 above. First:, they in"estigate whether there i.a a stable

24 relationship between the differential inPQ~ pr1ce series and

25 the Moody series; and. second, they el19-98 in a 9&118 1: ca11

26 "find a place for the dummy variable.-

27 Q. Can you give specific examples of this g..e using

3::>'a'cI SI9Bl~IoSIIo:al
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1 their data?

2 A. Yes. Bush-Uretsky chose to break the da.ta at 1984,

'3 the year ot divestiture. Of course, one coul<1 argue as

4 easilY, the chanqe was anticipated and the market reacted in

5 1983, so that the break should happen then. It you put the

6 break at 1983, eli.inate the endoqeDOWl Moody .eries as an

7 explanatory variable, and test that the pre-diveatiture data

8 and post-divest1ture da.ta are the __• you. c~ rejec:t the

9 hypothesis that markets clear, that: is that ~ series move

10 the same way.

11. Siailarly, one miCJht argue 'that there wu a

12 short-run deviation in 1984 tbrou9h 1988, but that by 1989 the

13 market had adjusted to iu new equilil::>riUll and thing. were

1.. back to no~l. To test this hypath..i. you would introduce

15 two dummy variables, one for the 1984 through 1988 period and

1.6 one for the 19S9 through 1.992 period. You would then test

11 wb.~.r the 1989 througb 1992 period was difterentthan the

18 pre-d.iv..titure period.

19 Finally, one mi9ht break the periods at haIr

20 decade.. For exaapl., one lIight intro4uoe dUJlllies for the

21. first UId l ..t part. of MCb. decade since 1970 on 'the <)rOunds

22 that t:Jae technological ehanqe in the induS~ry started in 1910,

23 shortly after the Car1:.r'foDt decision, and that prices

24 tluetu4\te in five y••r cycl~, accor41nq to tive year planning

25 periods. Then one would expect the LEe input price series

2G growth to first be hiqher than the u.s. seri•• a. industry

27 geared up to accommodat. competition, then for it to be lower,

81/6
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1 and then to settle down. This would show itself by having an

2 insiqniticant 1975 throuqh 1979 dummy because no ona

) anticipated competition, a negative 1980 throuqb 1984 dumay as

4. the market geare<l up for cOJIPetition, a positive 1985 throuqh

5 1989 dlDQllY as the market begins to shake out and an

6 insignificantlY different from zero d~y for the 1990 throuqh

7 1992 period as tbil\98 return to nol'1lal.

8 Q. Have you conducted these testa?

9 A. Of...

10 Q. And were your supposltioDII supported?

11 A. ~es. But let .. preface tell11lCJ you. aboUt thea by

141 seyin9' in pertonaing these testa I Ul co-aittinq the same

~3 error I accu.e BUab-ureuky of: thet o~ inaertlnq a du.ay

14 variable ancl teati!1CJ ita effect with no supporting underlying

15 theory or independent theoretical result.

16 In Attadment Rl, I perfona a test. of the hypothesis

17 that the 1983 throuqb 1992 peri04 va. different fro. the 1960

18 throuqb 1982 period. The to-statistic 011 the 083 variable i,s

19 .993 indica'tincJ there i. no evidence to 0V8rtUrn two pillars

20 of econoaic: tbou9ht., that markets .clear.

21 In AttacbMnt R3, I pe!:'for- a test of the· hypothesis

22 that t.Iaa <!ab ~urft to nonal by 1989. I do this by

23 reqr_ing 'ttIe input price series difference on arc 4wDay

24 varia~les: one tor the 1984 through 1988 period, and one for

25 the 1989 throuqh 1992 period. A t-t..t on ~ficient. on the

26 1989 throu9h 1992 dumay. 089, cannot deny that the price

27 series have returned to a zero difference. The t-statistic on

Sl/0t 3D'ltd s&Se&l:IPS1IP'OI

- 9 -
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1 that tnt was .718.

2 Finally, in Attachment IU, I test the hypothesis

3 that the 1990 tbrouqh 1992 period is the .... as the 1960

4 through 1980 period. Aqain l a t-test on the 1990 through 1992

5 dUDly cannot deny that the 1990 through 1992 period is the

6 saae .a the 1960 tbrouqb 1980 period. The t-statistie for

7 this teat is -1.051. :In all of theae bUtb :I u-.c1 the

8 Busb-Ure1:.sky ata, even thOUC)h I am skeptical o~ their

9 methodology tor obtaining' 1:h* o.s. price seri...

. 10 Q. DOn't your results show & positive differential

11 throuqh the 1984 through 1989 period and e5oesn't this support

12 the hypotb_is relied. upon by Buah-uretaky?

13 A. No. At})etlt: it indic.tea there was • statistically

14 iftBiognificant short:. run aberration in the dif~erence, probably

15 due to marketa adjustinq to eliminate the d1~ferenc••

16 Q. Well, shouldn't tha1:. be a4just«l tor in the

17 ·x" factor?

18 A. ~luuly not. To 40 so _azul t.bat the ca11tornia

19 Public t1tl1iti.. Co i ••ion is reactlZ1Cj to the noise 1n the

20 syBtea. Any qall1:.y control engineer will tell you that. you

21 do not: Z'.-poM to noi.., only real and ~nent cbaDC'les in

22 S~1IrtI. fte _ is true for eeonoa1c SY.~. aespondinC)

~3 to noise 9'ains nathinq, is expensive, an4 _y d..uoy t:he

24 system.

25 In tact, lOOkillCJ at AttachJlent. RJ, i~ uova the LEe

26 input price qrowinq faster than the o.s. input price index.
27 However, this result is not siqnificantly different from zero,

81/tt 3:l'dd SI99ll;IJSIIJ'al
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1 so adjusting the ·x" tactor downward, as would be consistent

2 with Dr. selwyn's flawed approach, though it would benefit us,

3 is uncalled for. To do so would simply be respondinq to noise

4 ·as Dr. SelliYn has.

S Q. What then can we conclude a))out the use of the

6 Buab-Ure~ky results in determ.ininq whether t:.ba LEe input

7 price index cUtters trom the u.s. input price index by more

a than random tlu~uatior..?

9 A. We can conclude nothing frOil their analysis because

10 of the errors discua88d aJ:NJve. The properly done analysis ia

11. the analysis pruented in ray direct test.iIlony. From. that:

12 analysia, we can conclude that there is no long run

13 differential between the series and .. a co~e there

14 should be no input price adjuaa.ent to the ·x· factor.

15 Further, the Chriatensen study can be aocep'ted in t:o'ta~ity as

16 a baais for calculating an ·x" factor (it 'the co_ission

1.7 persists in ia reliance on an ·x· factor).

18 Q. Doea this COIIPlete your testblony.

19 A. Yea it: doe••

81 /l: t 3:>'dd

MJG0918A.I,d
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